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Abstract
Detailed measurements of the magnetic and transport properties of single crystals of
La1−x CaxMnO3 (0.18 � x � 0.27) are summarized, and lead to the following conclusions.
While temperature-dependent (magneto-) resistance measurements narrow the compositionally
modulated metal–insulator (M–I) transition to lie between 0.19 � xc � 0.20 in the series
studied, comparisons between the latter magnetic data provide the first unequivocal
demonstration that (i) the presence of Griffiths-phase-like (GP) features do not guarantee
colossal magnetoresistance (CMR), while confirming (ii) that neither are the appearance of such
features a prerequisite for CMR. These data also reveal that (iii) whereas continuous magnetic
transitions occur for 0.18 � x � 0.25, the universality class of these transitions belongs to that
of a nearest-neighbour 3D Heisenberg model only for x � 0.20, beyond which complications
due to GP-like behaviour occur. The implications of the variation (or lack thereof) in critical
exponents and particularly critical amplitudes and temperatures across the compositionally
mediated M–I transition support the assertion that the dominant mechanism underlying
ferromagnetism across the M–I transition changes from ferromagnetic super-exchange (SE)
stabilized by orbital ordering in the insulating phase to double-exchange (DE) in the orbitally
disordered metallic regime. The variations in the acoustic spin-wave stiffness, D, and the
coercive field, HC, support this conclusion. These SE and DE interaction mechanisms are
demonstrated to not only belong to the same universality class but are also characterized by
comparable coupling strengths. Nevertheless, their percolation thresholds are manifestly
different in this system.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Transition metal oxides exhibit fascinating properties; these
include multiferroicity, superconductivity, and colossal mag-
netoresistance (CMR) [1–3]. Many of these appear to be

critically sensitive to differing types/levels of ion substitu-
tions; for example, varying the Sr substitution level in the
La1−x Srx CuO4 cuprate system can induce a superconducting,
antiferromagnetic (AFM) or non-Fermi liquid state [2]. Other
striking examples occur in CMR perovskite manganites [3–7];
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here, dramatic changes in resistivity result from a metal–
insulator (M–I) transition, the temperature of which exhibits
a marked field dependence—the latter often occurring in
close proximity to a paramagnetic–ferromagnetic (PM–FM)
transition. Such CMR materials are often characterized by the
general formula (A3+)1−x(B2+)x(Mn4+)1−x(Mn3+)x(O2−)3,
A being a trivalent rare-earth ion (i.e. La, Nd, Pr, etc)
and B a divalent alkaline earth cation (i.e. Ba, Ca, Sr,
etc) which substitutes randomly at the trivalent rare-earth
ion A sites. The substitution/doping level, x , modulates
the valence state of the Mn ions (the ratio of Mn4+/Mn3+
is proportional to x/(1 − x)) in order to maintain charge
neutrality. The accompanying mismatch in the ionic size of
ions occupying the A site leads to a distortion in the crystal
structure frequently characterized by the average A-site radius,
〈rA〉, the variance, σ = (〈r 2

A〉 − 〈rA〉2)1/2, in the A-site radii
and the ‘tolerance factor’, tf = [〈rA〉 + rO]/(√2[〈rMn〉 + rO]),
here 〈rMn〉 and rO are the average radii of the Mn and O sites,
respectively [8, 9]. For different doping levels and with varying
ionic radii accompanying substitution, distortions occur, with
the crystal structure transforming from being initially nearly
cubic perovskite (tf ≈ 1), through rhombohedral (0.96 <

tf < 1), to an orthorhombic (tf < 0.96) structure [5–7]. This
is accompanied by reductions in the Mn–O–Mn bond angle
below the ‘ideal’ value of 180◦, thus changing the charge
transfer integral (teff), a process that can lead to the charge
localization [10, 11].

Below we present a study of single-crystal La1−x Cax MnO3

with 0.18 � x � 0.27, encompassing the compositionally
driven M–I transition boundary region, 0.18 � xc � 0.22 [12],
where many of the above-mentioned effects are important.

Prior to a discussion of the implications of these data,
a brief review of the relevant background is in order. The
appearance of CMR in manganites was initially considered
within the framework of a spin-dependent double-exchange
(DE) model [10] in which FM interactions between the
localized Mn t2g spins are mediated by the hopping of itinerant
eg spins, summarized by the charge transfer integral teff =
t0 cos(θ/2), where θ is the angle between the neighbouring
t2g core sites involved in the hopping process [10]. In
particular, the onset of metallicity is linked with the
establishment of an infinite (percolation) pathway of DE
metallic bonds, the same bonds that establish an infinite
FM ‘backbone’; such an approach provided a qualitative
explanation of the simultaneous appearance of metallicity and
ferromagnetism—considered a fundamental strength of the
DE approach. However, subsequent studies demonstrated
that DE alone failed at a quantitative level, indicating
further that contributions from the Jahn–Teller effect and
the electron–phonon interaction needed to be included [13].
Later discussions have included the role of spontaneous
electronic phase separation [14] and the relationship between
the occurrence of a Griffiths-phase-like (GP) feature and
CMR [15–17], amongst others; currently the physical
mechanism underlying CMR remains controversial. That the
emergence of FM and CMR are governed by percolative
mechanisms appears generally agreed: however, questions
have arisen recently as to whether they emerge coincidental.

Pr1−x Cax MnO3 represents an extreme counterexample to
the latter, exhibiting insulating behaviour over an extended
temperature range at all doping levels in zero field [11], so
that a percolative conducting pathway is never established.
However, at moderate doping levels (x ∼ 0.27–0.29),
not only does a FM ground state emerge (indicating the
establishment of an infinite, percolating FM backbone, but
one obviously not DE-linked) but the universality class of the
magnetic transition [18] is that of the nearest-neighbour 3D
Heisenberg model [19]. The latter also characterizes metallic
La1−x Cax MnO3 at a comparable composition (x = 0.20 [16])
and predicted for the DE model when anisotropy effects are not
important [20, 21].

La1−x Cax MnO3 is regarded currently as a prototypical
CMR system, exhibiting a complex phase diagram as a
function of temperature and chemical substitution (x) [4–7].
Below x = 0.125, it exhibits a canted-AFM insulating ground
state, which evolves into a FM insulating state as the doping
level is increased to 0.125 � x � 0.18. At still higher doping
levels, 0.22 � x � 0.50, an FM metallic state emerges,
accompanied by CMR. In the so-called hole-doped regime,
0.50 � x � 0.85, a charge-ordered (CO), AFM insulating
states predominate, terminating as a canted-AFM insulating
ground state in the doping range 0.85 � x � 1. The present
study focuses on the doping range 0.18 � x � 0.27 where
both ferromagnetism and metallicity first emerge, although not,
as our detailed measurements confirm, coincidentally.

2. Experimental details

Measurements were carried out on a series of La1−x Cax MnO3

high quality single crystals (they displayed a mosaicity
typically less than 1◦) with the nominal compositions x =
0.18, 0.19, 0.20, 0.21, 0.23, 0.25 and 0.27, grown using the
floating zone technique [22]. The (magneto-) resistivities,
(ρ(T, H )), were acquired using a Model 7000 AC Transport
Controller, and utilized a four-probe technique with an
excitation current of 10 mA at 499 Hz. Contacts to samples
with typical dimensions (4 × 1 × 1) mm3 were made by
compressing indium ‘pads’ over gold current/voltage wires
embedded in grooves ground in the samples with a diamond
wire saw. Measurements of the ac susceptibility, χ(T, H )

(at 1 kHz with a driving field of 0.1 Oe rms), and of
the magnetic isotherm, M(T, H ), at various temperatures,
T , and fields, H , were carried out in a Quantum Design
model 6000 physical property measurement system (PPMS)
magnetometer/susceptometer, with all fields applied along the
largest dimensions of similarly shaped samples to minimize
demagnetization effects. Prior to measuring at any given
temperature, the sample was demagnetized by warming to
300 K—well above the ordering temperature—and then
cooling to a predetermined measuring temperature in zero
field.
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3. Experimental results and analyses

3.1. General features

From the magnetic isotherm measured at 2 K, estimates
for the saturation magnetization MSAT were obtained from
extrapolations of M versus H −1 plots (not reproduced
here); these estimates are consistent (within an experimental
uncertainty of ∼1–2%) with the theoretical, spin-only values
and the nominal compositions (table 1). As a corollary, no
evidence supporting appreciable spin canting was found.

Figure 1 reproduces the temperature-dependent resistivi-
ties ρ(T, H ) measured in static magnetic fields of 0, 30 and
90 kOe; the insets display the associated magnetoresistance
(�ρ = [ρ(0) − ρ(H )]/ρ(H )). The narrow composition
steps chosen in the present study indicate that, with but a
1% change in the Ca substitution level, specifically from
x = 0.19 to 0.20, the ground state resistivities exhibit a
dramatic decrease exceeding 104 [12]. Above x = 0.20
this system displays an M–I transition, the temperature of
which increases with further increases in Ca substitution,
with an attendant reduction in the associated peak resistivity
and the accompanying magnetoresistance/CMR, �ρ. Over
the composition range studied here, the ratio of ρ(10 K, 0)

between insulating and metallic ground state approaches 106,
consistent with a range of previous results [12, 23–32]. The
nature of this insulating ground state remains controversial, a
point returned to below.

To relate the general transport behaviour with the
corresponding magnetic response, the results of zero-field ac
susceptibility measurements are summarized in figure 2—the
real part (χ ) in figure 2(a) and the imaginary component (χ ′′)
in figure 2(b). Despite their closeness in composition, these
data exhibit marked differences, the most relevant of which—
in terms of the current study—can be seen in figure 3, in
which the inverse ac susceptibilities (1/χ ) (measured in both
zero field and in various static biasing fields up to 1 kOe)
are plotted as a function of temperature. The characteristic
depression evident for some of these data below the higher-
temperature Curie–Weiss line is symptomatic of so-called GP-
like behaviour [15–17, 33], namely an inverse susceptibility of
the form

χ−1 ∝ (T − T Rand
C )1−λ; λ < 0 < 1. (1)

The occurrence of GP-like features have been reported
in a range of doped perovskites based on various physical
measurements [15–17, 34–40]; their presence has been
attributed to the influence of disorder on the phase complexity
in the manganites and related systems [38–41]. Briefly, in
the original problem discussed by Griffiths [33], nearest-
neighbour exchange bonds of strength J occurred with
probability p, with disorder being represented via bonds
of zero strength and probability (1 − p). Below the
percolation threshold, pc, of the relevant lattice there is zero
probability of establishing an infinite percolating ‘backbone’
(thus the correlation length does not diverge, in the context
of continuous transitions). Cooperative ferromagnetism is
therefore not established; neither, in the present context, is a

Figure 1. Main body, the temperature-dependent (magneto-)
resistivity ρ(T, H) under different static magnetic fields (0, 30,
90 kOe); measured on warming following zero-field cooling (ZFC).
Insets show the magnetoresistance (�ρ = [ρ(0) − ρ(H)]/ρ(H)).
Figures (a) to (g) correspond to x = 0.18, 0.19, 0.20, 0.21, 0.23. 0.25
and 0.27, respectively.

DE-linked (and hence FM) pathway. In contrast, for p > pc,
FM order is established (and, by inference within the DE
model, a percolating conducting network) but, as expected, at a
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Table 1. Parameters characterizing single-crystal La1−x Cax MnO3 (0.18 � x � 0.30). Data of x = 0.30 are cited from [12] to [15]. ‘—’
stands for no data available.

Composition x = 0.18 x = 0.19 x = 0.20 x = 0.21 x = 0.23 x = 0.25 x = 0.27 x = 0.30

Structural properties

〈rA〉 (Å) 1.2096 1.2092 1.2088 1.2084 1.2078 1.2072 1.2063 1.2051
Tolerance factor (tf) 0.936 07 0.929 67 0.923 37 0.917 41 0.917 17 0.916 88 0.916 65 0.916 27
σ (Å) 0.0138 0.0141 0.0144 0.0147 0.0151 0.0156 0.0159 0.0165

Transport properties

ρ (T = 2 K) (� cm) 120 4 1.72 × 10−4 1.85 × 10−4 1.79 × 10−4 1.77 × 10−4 1.82 × 10−4 1.6 × 10−4

Ea (meV) 161.2 160.8 135.8 135.3 132.7 126.9 119.2 —
ρ0 (10−8 � cm T−3/2) 20.5 13.7 8.3 6.8 5.6 4.2 3.1 —

Magnetic properties

β 0.37 0.38 0.37 0.10 0.41 0.12 0.12 0.12
γ 1.38 1.34 1.38 1.65 1.35 1.62 1.63 1.63
δ 4.8 4.8 4.8 20 5.2 18 ∼28 28
E (emu g−1 Oe−1) 5.4 ± 0.1 5.3 ± 0.1 5.2 ± 0.1
TC (K) 171 173 179 182 185 189 232 212
TG (K) No 256 No 252 232 224 275 232
GP No Yes No Yes Yes Yes Yes Yes
MS(0) (emu g−1) 94.45 90.92 91.87 90.71 91.24 92.75 89.05 —
MSAT (emu g−1) 95.23 91.44 91.93 91.25 91.73 92.93 89.62 —
HC (Oe) 35 36 12 10 9 7 6 —

D (meV Å
2
) 65 62 65 120 118 123 126 160

temperature TC(p) below that of the undiluted system [TC(p =
1) = TG]. The temperature interval TC(p) < T < TG

defines the Griffiths regime; here the system response is neither
simply PM/Curie–Weiss-like nor is an infinite percolating
chain/divergent correlation length established; in this regime
the response is dominated by the largest cluster/correlated
volume, leading to the prediction for the inverse susceptibility
given in equation (1). Whereas GP-like features have been
shown to correlate closely with CMR in this system near
optimal doping [15], a comparison of the data in figures 1 and 3
provide (i) further confirmation of the earlier conclusion [16]
that GP-like features are not a prerequisite for CMR—the x =
0.20 and 0.21 samples both exhibit CMR, whereas only the
latter displays GP-like features, and (ii) allows the important
new caveat that the appearance of GP-like features does not
guarantee the emergence of CMR—the x = 0.19 specimen
exhibits GP-like features but has an insulating ground state and
hence no appreciable magnetoresistance. Such conclusions
notwithstanding, these data raise further questions regarding
our current understanding of the fundamental mechanism(s)
underlying CMR [16, 17], namely, the specific origin of
the ‘disorder’ relevant to establishing GP-like characteristics
in the present system. Unlike recent reports linking such
characteristics with phase competition in optimally doped
(La1−yPry)0.7Ca0.3Mn16/18O3 (y � 0.85) [38], no such
definitive results exist currently for La1−x CaxMnO3. In
general terms, however, it does not seem unlikely that oxygen
stoichiometry may play some role through changes necessary
to maintain charge neutrality, as summarized by

La3+
1−x Ca2+

x Mn3+
1−x+2�Mn4+

x−2�O2−
3−�. (2)

One consequence of oxygen deficiency (represented by
�) would be changes in the ratio of DE-linked Mn3+–Mn4+

sites and the numbers of Mn3+–Mn3+ and Mn4+–Mn4+ super-
exchange (SE) interactions [42, 43], influencing principally the
distribution/disorder of exchange couplings. Unfortunately, no
means of measuring the oxygen stoichiometry with sufficient
precision to comment with the necessary degree of certainty on
this issue in the present series of samples is currently available
to us.

3.2. Detailed critical behaviour

3.2.1. Background. The conventional analysis of critical
behaviour in the vicinity of a continuous PM–FM transition is
based on the scaling law equation of state relating the reduced
magnetization, m(h, t), to the usual (reduced) linear scaling
fields t = (T − TC)/TC and h ∼ Hi/TC (where the internal
field Hi = Ha − ND M , Ha being the applied field, ND the
demagnetization factor and M magnetization) [44], namely

m(h, tm) = |t|β F±
(

h

|t|γ+β

)
(3)

in which F±(x) is the unspecified scaling function. Equa-
tion (3) leads to the following well-established power-law
predictions along the critical isotherm (T = TC, t = 0):

M(H, T = TC) = M0 H 1/δ; m(h, 0) ∼ Eh1/δ (4)

for the initial susceptibility [χi(T ) = (∂M/∂ H )H=0]:

χi(T ) = χ0

(
T

TC
− 1

)−γ

; χi(t) = ∂m

∂h
∼ Ct−γ

(T > TC) (5)

4
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Figure 2. Figures (a)-1 to (g)-1 are the in-phase zero-field ac
susceptibility to x = 0.18, 0.19, 0.20, 0.21, 0.23, 0.25 and 0.27,
respectively, measured on warming following ZFC. Figures (a)-2 to
(g)-2 are the corresponding imaginary components of ac
susceptibility.

and for the (reduced) spontaneous magnetization MS(T ) =
MS (H = 0, T ):

MS(T ) = MS(0)

(
1 − T

TC

)β

; m(0, t) ∼ B|t|β

(T < TC). (6)

Figure 3. The inverse ac susceptibility measured under various static
magnetic fields starting from zero field (bottom curve), figures (a) to
(g) corresponding to x = 0.18 (0), x = 0.19 (0, 50, 100, 200,
500 Oe), x = 0.20 (0), x = 0.21 (0, 100, 200, 500), x = 0.23 (0, 30,
70, 200, 500, 1000 Oe), x = 0.25 (0, 50, 100, 500, 1000 Oe) and
x = 0.27 (0, 20, 50, 100, 200, 350, 500, 1000 Oe), respectively.
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These equations form the basis of estimates of the ordering
temperature TC and the critical exponents δ, γ and
β through the detailed, self-consistent analysis of magnetic
isotherms [46–50].

Continuous/second-order PM–FM transitions can also be
characterized using the behaviour of the ac susceptibility
in various superimposed static magnetic fields (Ha), as
the application of such fields enables a series of critical
susceptibility maxima to be resolved, the temperature (Tm) of
which increases while the amplitude (χ(Ha, Tm)) decreases
as Ha is increased. As discussed in detail previously, the
field dependence of these latter peaks can also derived from
equation (3) which, assuming the validity of the Widom
equality (γ + β = βδ) [18, 45–47, 51], yields

χ(h, t) = ∂m

∂h
= |t|−γ G±

(
h

|t|γ+β

)
= h1/δ−1Y±

(
h

|t|γ+β

)

(7)
G±(x) being the derivative of F±(x) w.r.t. its argument.
Correspondingly, standard scaling theory predicts that the
locus and amplitude of these peaks are governed by
a set of power-law predictions, discussed previously in
detail [16, 18, 51], namely:

χ(Hi, tm) ∝ H 1/δ−1
i (8)

tm = (Tm − TC)/TC ∝ H 1/(γ+β)

i (9)

χm ∝ t−γ
m . (10)

Here the reduced peak temperature tm = (Tm − TC)/TC

determines the location of the ‘cross-over’ line—the locus
of the susceptibility maxima—above which the response is
thermally dominated, as opposed to being field-dominated
below it [16, 18, 45–48].

The zero-field ac susceptibilities (reproduced in fig-
ure 2(a)) enable two important estimates to be made. First,
the maximum susceptibility, often referred to as the Hop-
kinson/principal maximum [45–48], provides an experimental
determination of the demagnetization factor, ND = 1/χmax,
used below to make demagnetization corrections. Second,
the inflection points in ac susceptibilities yield preliminary
estimates for ordering temperatures, TC. These estimates
enable subsequent magnetization/susceptibility measurements
to be focused around the critical region.

3.2.2. x = 0.18 and 0.20

Magnetization. As these two single crystals display no GP-
like features, their behaviour is the simplest to analyse. Arrott
plots [52] (M2 ∼ Hi/M , but not reproduced here) for the
corresponding data display a positive slope (i.e. no term
of the form −a(T )M4 in the free energy [44]) throughout
the transition region, confirming the continuous/second-order
nature of the PM–FM transition. Based on the modified Arrott–
Noakes equation of state [53], these data were subsequently
plotted using a range of model exponents, which iterate
towards values consistent with Heisenberg model predictions
(γ = 1.387, β = 0.365 (and δ = 4.783)) [19], namely
(Hi/M)1/1.387 versus M1/0.365, as shown in figure 4(a) for

the x = 0.18 sample (the corresponding data for x =
0.20 being essentially identical). Self-consistency is ensured
by taking the intercepts from this latter figure (that on the
vertical axis giving the spontaneous magnetization, MS, and
the horizontal axis, the inverse initial susceptibility, 1/χi) and
testing them against the corresponding power-law predictions,
equations (5) and (6), as shown in figures 4(b) and (c);
the slopes of the inserts in these figures yield marginally
refined exponent estimates. This process is then iterated until
minimal changes in exponent values result [18, 45–48]. The
critical isotherm yields a value for TC, with the associated
magnetization (figure 4(b)) being tested against the predictions
of equation (4), as shown in the insert in this latter figure. This
procedure yields values of TC = 170 ± 1 K, γ = 1.36 ± 0.01,
β = 0.36 ± 0.01 and δ = 4.77 ± 0.01 (3 kOe < H < 90 kOe)
for x = 0.18 (with TC = 179 ± 1 K, γ = 1.34 ± 0.01, β =
0.37±0.01 and δ = 4.79±0.01 (4 kOe < H < 90 kOe) from
the corresponding data at x = 0.20). Both sets of estimates
agree with Heisenberg model predictions within experimental
uncertainty, and satisfy the Widom equality γ = β(δ−1) [44].
The δ estimates, incidentally, confirms—albeit indirectly—
the absence of GP-like behaviour, as the latter is frequently
characterized by large δ values [15, 16], an issue addressed in
more detail below.

AC susceptibility. The evolution of the ac susceptibility
peak structure with field and temperature, typified by the
data in figure 5(a) for the x = 0.20 single crystal,
provides confirmatory evidence of the continuous nature of
the accompanying phase transition, and provides independent
estimates of both the critical exponents and ordering
temperatures. Figures 5(b)–(e) summarize the analysis of
such ac susceptibility peak data, in terms of scaling law
predictions, equations (8)–(10). Figure 5(b) reproduces a plot
of the critical peak amplitudes χm (corrected for background
and demagnetizing effects)—taken from the equivalent of
figure 5(a) for x = 0.20—against the internal field Hi on a
double-logarithmic scale; this not only confirms the power-
law dependence of equation (8), but its slope also yields an
estimate of δ = 4.78 ± 0.01 for x = 0.20 (and from
the equivalent data at x = 0.18, δ = 4.78 ± 0.01).
These estimates are clearly independent of any choice for
TC, indicating that ac susceptibility measurements provide
a distinct advantage over conventional magnetization-based
approaches, for which the determination of the ordering
temperature is a prerequisite prior to extracting estimates
for δ from data taken by attempting to stabilize along the
critical isotherm. The remaining exponent values, however,
require a choice for TC to be made; this is done—based on
equation (9)—by plotting the measured peak temperatures, Tm,
against the internal field H 0.57

i (i.e. assuming the applicability
of Heisenberg model exponents, namely (γ + β)−1 =
0.57 [19, 45–47], as suggested by the δ estimate, above), and
extrapolating to Hi = 0, as shown in figure 5(c). This yields
TC = 179±1 K for the x = 0.20 sample (with TC = 170±1 K
found similarly for x = 0.18). This initial TC estimate is then
used to construct the double-logarithmic plots of the reduced
temperatures tm against the internal fields Hi (equation (9))

6
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Figure 4. For x = 0.18. (a) Selected magnetic isotherms replotted in the form (Hi/M)1/1.387 versus M1/0.365 (from 150 K (upper) to 190 K
(bottom) in 2 K steps); the critical isotherm passing through the origin yields TC = 170 K. (b) Plot of M versus Hi along the critical isotherm;
inset is the corresponding double-logarithmic plot, the slope of the line drawn yielding δ = 4.79 ± 0.01 for 4 kOe < H < 90 kOe. (c) The
inverse initial susceptibility, 1/χi, plotted against temperature T : inset; 1/χi versus reduced temperature t on a double-logarithmic scale,
yielding γ = 1.36 ± 0.01. (d) The spontaneous magnetization MS(T ) plotted against T : inset; MS versus t on a double-logarithmic scale,
yielding β = 0.36 ± 0.01.

shown in figure 5(d), and of the peak amplitudes χm against
the reduced temperatures tm (equation (10)), figure 5(e). The
slopes of such plots yield initial estimates for (γ + β)−1

and γ −1, respectively. Subsequently, this process is iterated,
accompanied by small adjustments in TC, until self-consistency
is achieved. Thus values of β = 0.38 ± 0.01, γ = 1.38 ± 0.01
and TC = 179 ± 1 K were obtained at x = 0.20 (while using
the same approach at x = 0.18 yields β = 0.37 ± 0.01,
γ = 1.38 ± 0.01 and TC = 170 ± 1 K), both parameter
estimates being in excellent agreement with the analysis of the
magnetization data.

A final test of these exponent value estimates for—and
hence the applicability of 3D Heisenberg model exponents
to—these samples is provided in figures 6, using the magnetic
isotherms reproduced in figure 4(a) and ac susceptibility data
shown in figure 5(a) (and their equivalents for x = 0.20). The
magnetization scaling using the above listed TC’s and exponent
estimates, based on equation (3), is carried out in figure 6(a);
both demonstrates good data collapse. Susceptibility scaling
is based on equation (7); specifically, such data, when
normalized to its peak value (χ(h, Tm)), should collapse
onto a universal curve when plotted against the argument
(h/t (γ+β)

m ) of the scaling function (actually, its inverse,
tm/h1/(γ+β) to preserve the peak structure [18, 45–47]), as
confirmed in figure 6(b). In summary, the above analysis

provides consistent estimates for the ordering temperatures
TC and demonstrates convincingly that the exponent estimates
agree, within experimental uncertainty, with those of the 3D
Heisenberg model and thus satisfy the Widom equality.

3.2.3. x = 0.19. As can be seen from figure 3, this single
crystal displays features characteristic of GP-like behaviour;
what is also evident from this figure is that such features
are rapidly suppressed by an applied field. Such a result is
expected since a uniform applied field is the conjugate field for
collinear ferromagnetism, enhancing the latter at the expense
of its non-uniform Griffiths counterpart [36, 37, 48, 51];
what is not understood at present are the parameters that
determine the rate at which such a suppression occurs with
applied field [36]. At x = 0.19 this suppression is rapid,
as the following demonstrates. Arrott plots again confirm
the continuous nature of the PM–FM transition. Following
the procedure outlined earlier, these data could be linearized
initially using the same exponent values as those deduced
above, namely (Hi/M)1/1.387 versus M1/0.365, and hence are
not reproduced here; neither are plots based on the analysis
outlined above as it yielded very similar exponent estimates of
δ = 4.78 ± 0.01 (3 kOe < H < 90 kOe), γ = 1.36 ± 0.01
and β = 0.37 ± 0.01 with TC = 172 ± 1 K. As mentioned
earlier, GP-like features are often accompanied by large δ
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Figure 5. For x = 0.20. (a) χ(H, T ) (corrected for background and
demagnetizing effects) measured on warming following ZFC in fixed
static fields of 1.4 kOe (top) to 4.2 kOe (bottom) in 200 Oe steps.
Double-logarithmic plots testing the power-law predictions of
equations (8)–(10): (b) the peak susceptibilities χm versus the
internal field Hi, the slope yielding δ = 4.78 ± 0.01: (c) estimate of
the critical temperature used above from extrapolation of the
susceptibility peak temperatures Tm against H 0.57

i yielding
TC = 179 ± 1 K: (d) reduced peak temperature tm against Hi,
yielding γ + β = 1.76 ± 0.02; (e) χm against tm yielding
γ = 1.38 ± 0.01 and hence β = 0.38 ± 0.01.

values [15, 16]; such behaviour is not, however, observed in
this x = 0.19 sample, first, because GP-like features are
rapidly suppressed by field and, second, because low-field data
(those typically below 0.5–1 kOe, where such features are
present) are seldom included in scaling analyses to avoid both
technical contributions and the relatively large uncertainties
associated with demagnetization corrections prevalent in that
field range [48, 49]. A similar situation occurs in the analysis
of ac susceptibility data on this single crystal. Here a critical
peak structure similar to that shown in figure 4(a) emerges,
but as fields in excess of 1.5 kOe have to be applied to first
resolve this structure, such fields completely suppress GP-
like characteristics in this sample. The analysis of these ac
susceptibility data in the manner outline earlier yields δ =
4.79 ± 0.02, β = 0.37 ± 0.01 and γ = 1.38 ± 0.01,
with TC = 172 ± 1 K, in close agreement with the analysis

Figure 6. (a) Conventional magnetization scaling plot (equation (4))
on a double-logarithmic scale using the critical exponents and TC

listed above for x = 0.18 and 0.20. The upper branch corresponds to
data below TC and the lower branch to data above TC. (b)
Susceptibility scaling plots for the isokaps for x = 0.18 and 0.20.

Figure 7. For x = 0.19. Scaling plots for (a) the magnetization and
(b) the susceptibility.

of magnetization data and, again, with model predictions for
the 3D Heisenberg model. These data are thus presented in
summary form only in figure 7, where magnetization and ac
susceptibility data collapse can be seen to be accomplished
using the parameters listed above.

This x = 0.19 Ca-substituted single crystal thus displays
properties very similar to single-crystal La0.73Ba0.27MnO3 [48];
both show signatures of GP-like behaviour but with an

8
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Figure 8. For x = 0.25. Plot of (Hi/M)1/1.387 versus M1/0.365 for the
selected magnetic isotherms from 180 to 200 K in 1 K steps.

insulating ground state, and δ values close to those of the
Heisenberg model due to the rapid field-induced suppression
of GP-like features. This point is discussed in more detail
below. Given the near Heisenberg model behaviour of the
three single crystals with x = 0.18, 0.19 and 0.20, their
critical amplitudes, E in equation (4), were estimated from
power-law plots and listed in table 1. Since this table
contains a comprehensive survey of parameters obtained by
fitting magnetization, susceptibility and transport data, further
discussion of its content is deferred at this point.

3.2.4. x = 0.21, 0.23 and 0.25. As might be anticipated,
the presence of GP-like characteristics complicates the analysis
of the magnetic critical behaviour of these three single
crystals in varying degrees. While Arrott plots exhibit
positive slopes throughout the transition region, confirming
the occurrence of a continuous PM–FM transition, modified
Arrott–Noakes plots, using a range of models, fail to linearize
the magnetization-field data at these compositions. Figure 8
illustrates this point for the x = 0.25 single crystal using
Heisenberg exponent values (confirming recent conclusions for
the x = 0.21 sample [16]). Such a result has been linked
previously with the presence of GP-like behaviour [15, 16]. As
a consequence critical analysis, based on the temperature- and
field-dependent magnetization of the type performed above for
0.18 � x � 0.20, is precluded at these higher substitution
levels.

The field-dependent ac susceptibility, in contrast, does not
suffer from this limitation; in all three of these samples a peak
structure similar to that shown in figure 5(a) emerges and can
be analysed in the manner described above. The emergence
of this peak structure, incidentally, supports the conclusion
that the transition is continuous. Figure 9(a) provides an
estimate for the exponent δ = 15 ± 1 for x = 0.25 directly,
i.e. prior to the identification of TC, as described above;
similarly δ = 19 ± 1 (x = 0.21) and δ = 5.5 ± 0.3

Figure 9. For x = 0.25. Double-logarithmic plots testing the
power-law prediction of equations (8)–(10), yielding δ = 15 ± 1,
γ = 1.15 ± 0.04, β = 0.51 ± 0.02 and TC = 188 ± 1 K.
Magnetization (e) and susceptibility (f) scaling plots.

(x = 0.23). Such estimates far exceed that for the 3D
Heisenberg model, at least for x = 0.21 and 0.25, a result
typically accompanying GP-like characteristics in some doped
CMR perovskites [15, 16]: at x = 0.23 the δ estimates
marginally exceed the model values—as in La0.7Ba0.3MnO3,
which also exhibits GP-like features [37]—a issue addressed in
more detail later. Furthermore, since estimates for the critical
amplitude E (equation (4)) depend crucially on the value for
δ [48], no such estimates are listed for these single crystals.
To extract other exponent estimates, a value for TC must be
established quantitatively. As reported recently for the x =
0.21 single crystal [16], despite the non-standard values for δ,
plots of Tm against the internal field H 1/(γ+β)

i using Heisenberg
model exponents provides an excellent representation of the
data between x = 0.21 and 0.25. This is a fortuitous result,
but one enabling a quantitative estimate for TC to be made, as
confirmed in figure 9(b) for x = 0.25 (with equivalent results
at x = 0.21 and 0.23). Nevertheless, while the sum of these
two exponents combine to the Heisenberg model value, the
remaining two scaling plots—figures 9(c) and (d)—indicate
that individual exponent values differ from model predictions.
The results emerging from these latter two figures yield: β =
0.51 ± 0.02, γ = 1.15 ± 0.04, with TC = 188 ± 1 K for this
x = 0.25 single crystal (correspondingly β = 0.09 ± 0.02,
γ = 1.65 ± 0.01, with TC = 182 ± 1 K for x = 0.21
(in excellent agreement with a recently reported result [16]),
while β = 0.43 ± 0.02, γ = 1.35 ± 0.01, with TC =
185 ± 1 K for x = 0.23).These non-standard estimates satisfy
the Widom equality, within experimental uncertainty, for the
x = 0.21 single crystal, but not its x = 0.23 and 0.25
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counterparts; nevertheless, they also provide data collapse for
both ac susceptibility and magnetization data for all of these
samples, as figures 9(e) and (f) confirm.

3.2.5. x = 0.27. As aspects of the unusual
magnetic response at this composition have been reported
previously [54], here we focus on issues related to the
continued presence of GP-like features at this composition
(figure 3). Briefly, therefore, figure 10(a) summarizes
magnetization data in fields up to 15 kOe in the vicinity
of 240 K, which confirm both the metamagnetic/‘S’-
like character of the response near this temperature and
the occurrence of weak hysteresis. Both features are
consistent with the presence of a discontinuous/first-order
PM–FM transition, a conclusion supported by Arrott plots
for the corresponding data, figure 10(b), which can be
seen to exhibit negative slopes over part of the (H –
T ) plane encompassing these data. Nevertheless, field-
dependent ac susceptibilities display a peak structure
reminiscent of figure 4(a), features normally associated with
continuous/second-order transitions. As reported earlier [54],
the usual tests of the evolution of these ‘pseudo-critical’
peaks with field and temperature fail to confirm power-
law behaviour, they display continuous curvature, precluding
estimates for critical exponents. Specifically, that Heisenberg
model exponents do not describe these data is confirmed by the
corresponding modified Arrott–Noakes plots, figure 10(c).

It is important to (i) reiterate that the response
summarized above is fundamentally different from cross-
over effects accompanying a sequential second-order to first-
order transition as the temperature is lowered towards TC.
In such a situation the first-order transition line would lie
below that for the continuous transition; here it does not.
A plot of the peak temperatures in the ac susceptibility
against field combined with those for the metamagnetic
fields (the inflection points in figure 10(a)—a signature of
the first-order transition line [50]) against temperature are
contiguous. This plot exhibits curvature at low field [54],
but nevertheless admits a reasonable extrapolation yielding
TC = 228 ± 3 K (close to the inflection point in the zero-
field ac susceptibility, figure 2(g)). This behaviour supports the
assertion that in this x = 0.27 single crystal the characteristics
of both first-order and second-order transitions are essentially
coincident. And (ii) to note that above this transition line
the present data demonstrate the continuing presence of GP-
like behaviour, although measurements at still higher Ca
substitution (approaching optimal doping, x = 0.33) indicate
the termination of such behaviour with the emergence of a first-
order transition alone [50].

3.3. Transport behaviour

Prior to discussing the implications of the magnetic data, a
detailed examination of the transport properties is appropriate.
This is accomplished via quantitative fits to these data of
the various model predictions. In particular, the temperature
dependence of the resistivity in the high temperature PM
insulating phase (dρ/dT < 0) above TC in many doped Mn

Figure 10. (a) Selected magnetic isotherms measured from 234 to
238 K in 1 K steps for fields up to 15 kOe. The existence of
hysteresis demonstrates that the transition is first order. (b) Arrott
plots—Hi/M versus M2—for magnetic isotherms from 210 to 220 K
in 5 K steps, and from 222 to 260 K in 2 K steps. (c) Plot of
(Hi/M)1/1.387 versus M1/0.365 for data in (b).

perovskites has been fitted to a modified Arrhenius law of the
form [55, 56]

ρ(T ) = ρ0T α exp(Ea/kBT ). (11)

Here Ea is related to the polaron formation energy, while the
exponent α can assume values of 0, 1 or 3/2, depending on
the physical model invoked—0 for simple thermally activated
hopping, 1 for adiabatic and 3/2 for non-adiabatic small
polaron hopping. The prefactor ρ0 includes a carrier density
factor 4x(1 − x)/V , in which the term x(1 − x) accounts
for site occupation effects [55, 56], with V being the double-
cell volume. For the present single crystals, the non-adiabatic
small polaron hopping version of equation (11) (α = 3/2)
provides the most convincing fit to available data in the high
temperature regime (as judged by the associated standard
deviation); this fit is also clearly superior to that afforded by
variable range hopping, despite the application of the latter
to this system at lower doping levels [57]. Representative
fits to zero-field data are shown in figures 11(a) and (b) (for
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Figure 11. Zero-field resistivity reproduced in the linearized form of
equation (11), namely ln(ρ/T 3/2) versus T −1. Figures 11 (a) and (b)
correspond to x = 0.19 and x = 0.25, respectively. The linear fits
yield the corresponding excitation energy Ea and the prefactor ρ0,
both of which are plotted as a function of doping level x in (c).

single crystals below (x = 0.19) and above (x = 0.25) the
M–I threshold) using the linearized form of equation (11),
namely ln(ρ(T )/T 3/2) versus T −1, yielding estimates for
Ea and ρ0. These Ea estimates (listed in table 1 for all
samples) fall within the general range reported for a variety
of manganites [30, 31, 55, 56]3. Figure 11(c) reproduce
these Ea and ρ0 estimates as a function of doping level x .
Here a sharp decrease in the polaron formation energy, Ea, is
clearly evident on crossing the compositionally modulated I –
M boundary; as such, it appears as a precursor effect appearing
in the PM regime prior to the establishment of insulating
ground state properties below x = 0.20. In general terms,
the emergence of such a ground state has been linked with
local structural changes, namely the structure that controls
carrier (eg) (de)localization [23–29]. Quantitatively it has
been characterized by the absence/presence of the so-called
Jahn–Teller (JT)-long-bond accompanying an orbitally ordered
(OO) (insulating) to orbitally disordered (OO∗) (metallic)
transition [23–27]. The present results suggest that the latter
influences the energy controlling polaron formation, extending
the correlation between JT distortions and both the transport
and magnetic response across this compositionally modulated
phase boundary established previously [23–26], While the
prefactor ρ0 also decreases with increasing doping level, it does
so less abruptly, providing a weaker indication from the PM
regime regarding the disappearance of metallicity.

3 This observation conforms with the results of small-angle neutron scattering
(De Teresa et al [58]) and recent high temperature inverse ac susceptibility and
transport data [17]; Souza et al [58].

As for the magnetoresistance, in the x = 0.18 single
crystal, apart from the principal maximum near TC, additional
transitions are evident via two secondary peaks in �ρ =
[ρ(0) − ρ(H )]/ρ(H ), shown in the inset in figure 1(a). These
reflect a low temperature, structurally driven transition near
TB ≈ 70 K accompanying a decrease in orthorhombicity,
and a higher temperature Jahn–Teller transition around TJT ≈
270 K (corresponding to a pseudo-cubic to orthorhombic
structural change [28]); the latter is also evident in the inverse
ac susceptibility. Such additional features are not evident
at higher doping levels, 0.19 � x � 0.27, where the
magnetoresistance/CMR, �ρ, displays no systematic trend
with doping level.

3.4. Evolution of ferromagnetism

The present data provide a careful delineation of the
compositionally driven M–I boundary as lying between 19 and
20% Ca substitution in this series of single crystals, thereby
supplying incontrovertible evidence that the emergence of
metallicity and ferromagnetism are not coincidental in
La1−x Cax MnO3. The latter emerges prior to the former,
prompting the question of what are the principal mechanisms
underlying ferromagnetism in this composition range? As
suggested recently [59], whereas FM-DE, stabilized by hole
delocalization, dominates in the metallic regime immediately
above the compositionally controlled M–I boundary, the
relevant interaction below this boundary is ferromagnetic
super-exchange (SE). As briefly outlined by Jiang et al [59],
this proposal is based on the evolution of SE with composition,
x . The SE-dominated, undoped parent LaMnO3, exhibits in-
plane FM interactions (the corresponding exchange coupling
Jab > 0), whereas intra-/out-of-plane interactions are AFM
(Jc < 0), leading to a quite different magnetic ground
state from that prevalent at x = 0.18 and beyond. In the
undoped parent the magnetic structure is induced/stabilized
by the OO [6] (viewed alternatively, it is a consequence of
the semi-empirical Kanamori–Goodenough–Anderson (KGA)
rules in which the sign of SE coupling is modulated by the
Mn–O–Mn bond angles and bond lengths). Neutron scattering
measurements [27] have provided evidence at the microscopic
level regarding the evolution of SE coupling with doping level
in this system, showing that while the magnitude of FM–SE in-
plane coupling, Jab(x), increase monotonically with increasing
doping level in the region of interest here, the evolution of the
c-axis coupling, Jc(x), is more complex. Specifically, Jc(x <

0.125) < 0 (as in the undoped parent) Jc(x = 0.125) = 0,
while Jc(0.125 < x < 0.22) > 0, increasing roughly linearly
with doping for x > 0.125. Thus both Jab(x) and Jc(x)

are positive/FM across the compositionally modulated M–I
boundary and this is where ferromagnetism first emerges in
La1−x Cax MnO3.

Two issues emerge immediately: the first concerns the
universality class for the PM–FM transition between x = 0.18
and 0.20, which the above analysis demonstrates conclusively
is that of the nearest-neighbour 3D Heisenberg model: the
second relates to the critical amplitude, E of equation (4).
The latter shows little variation across the compositionally
modulated M–I transition between x = 0.18 and 0.20
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(table 1). To address the second issue first, since this
critical amplitude is a direct measure of the number of spins
involved in the transition [60], then once the ferromagnetism
is established (more appropriately in the present context,
an infinite/percolating FM ‘backbone’), minor increases in
the number of spins coupled to this backbone accompany
further, additional increases in hole doping in this regime.
Thus E should display little variation with x across the M–
I threshold, as is observed. It is the dominant mechanism
that changes from insulating to metallic phase. To estimate
a critical amplitude such as E , the scaling behaviour of the
transition in question must fall into a specific universality
class (i.e. exhibit a specific power-law dependence)—here
that of the isotropic 3D Heisenberg model. Comparisons
with samples exhibiting GP-like characteristics, for the power
law along the critical isotherm is radically different, are
thus inappropriate. For the universality class, Monte Carlo
simulations for the DE model [20, 21] without anisotropy
do indeed predict that it should fall into that for the 3D
Heisenberg system, as the analysis of the above data confirm.
However, DE coupling in systems with a non-cubic structure
should acquire some anisotropy/directional dependence. That
this is not observed in the current experiments likely reflects
the scale of such anisotropy compared with thermal energies,
kBTC, in the vicinity of the ordering temperature. Similar
comments apply in insulating specimens where FM–SE is the
principal interaction mechanism; here neutron data indicate
that Jab(x) and Jc(x) differ by only some 0.5 meV near
x = 0.19 [27]. The current data indicate that exponent values
characterizing this latter interaction also lie in the universality
class of the 3D Heisenberg model. While we are not aware
of any theoretical prediction that confirms this result, data on
the magnetoresistive pyrochlore Tl2Mn2O7 in which FM–SE
dominates confirm such an assignment [47]. Indirect evidence
supporting the above assertion is also provided by the use
of the same model exponents in reproducing the dispersion
relation for magnetic excitations measured at x < xc [27] in
La1−x CaxMnO3.

Such similarities notwithstanding, the data presented
above indicate that the percolation threshold for these
two interaction mechanisms are unequivocally different in
La1−x CaxMnO3 [61], despite the near-neighbour interaction
range frequently assumed to characterize them. The relative
interaction strengths must, however, be comparable. The
present data—acquired from samples with more closely spaced
compositions than those reported earlier [59]—indicate that
dTC/dx is unchanged (within experimental uncertainty) for
compositions spanning the M–I boundary (dTC/dx = 3±1.4 K
for both the two insulating and the two metallic samples
immediately adjacent to this boundary, with the actual ‘best fit’
TCs yielding identical values for this slope across the boundary
in question).

Support for the comparability of these two interaction
strengths is also provided by estimates of the acoustic spin-
wave stiffness, D [12], obtained from estimates made for
the spontaneous magnetization (MS(T )) using extrapolations
based on a modified Arrott–Noakes equation of state [52, 53].
These estimates are reproduced in figure 12 and have been

Figure 12. Coercivity HC at 10 K acquired from both
(magnetization) hysteresis and susceptibility butterfly loops on the
left side. Spin-wave stiffness D found from the low temperature
spontaneous magnetization MS on the right side. Data for x = 0.15,
0.17, 0.225 and 0.33, are taken from [28] and [29].

fitted to the Bloch T 3/2 law [62, 63], a temperature dependence
originating from the assumption of gapless acoustic spin-wave
excitations described in the usual notation by the dispersion
relation h̄ωac = Dq2 leading to the following well-known
expression for the temperature dependence of the spontaneous
magnetization, MS(T ), [62–64], namely

Ms(T )

MS(0)
= 1 − 1

N S

(
kBT

4π D(T )

)3/2

· ξ

(
3

2

)
(12)

ξ(3/2) being the Riemann zeta function. A least-squares fit of
these data to equation (12) yield D and the zero temperature
spontaneous magnetizations, MS (0) (table 1). The former are
plotted as a function of doping level in figure 12, from which it
can be seen that D varies smoothly across the compositional
M–I boundary. This behaviour of D thus correlates with
the critical behaviour, with lower D values (∼65 meV Å

2
)

appearing in both insulating and metallic samples exhibiting
Heisenberg model exponent values. Quantitatively, D =
2J Sa2 for interacting near-neighbour spins (S) with separation
a (at least in cubic symmetry), J being the associated SE or
DE interaction strength. Comparable values for D on either
side of the M–I boundary thus imply comparable magnitudes
for the prevailing dominant interactions. Figure 12 also shows
that D increases sharply deeper into the metallic phase, but
only at compositions at which GP-like features emerge [16].
This result supports the earlier suggestion that differences
in behaviour accompanying the latter in metallic samples
are not simply manifested in a modified critical response
near TC, but extend throughout the magnetically ordered
regime. Furthermore, these values for D estimated for the
insulating regime of La1−xCax MnO3 agree with those reported
in ferromagnetic Pr1−xCax MnO3 (x = 0.27, 0.29) where the
ground state is not only insulating, but the critical exponents
also fall into the universality class of the 3D Heisenberg
model [18]. It is clear that the insulating character of this latter
system precludes DE as a dominant coupling mechanism [18],
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supporting the assertion made above regarding the universality
class appropriate for La1−x CaxMnO3 in its insulating regime.

Finally, the coercivity, HC, estimated from magnetization
isotherms and susceptibility butterfly loops at 10 K, increases
sharply in those single crystals with an insulating ground
state. As discussed above, FM–SE emerges just below
the (insulating) OO to (metallic) OO* boundary, thus
ferromagnetism in this region is stabilized by orbital
ordering [59, 65]. As the coercivity is determined from
the response of the magnetization/spin to applied fields, then
the onset of orbital order would be expected to lead to
an increase in HC. The presence of spin–orbit coupling
combined with the specific orientational structure reflecting
orbital ordering characteristics is equivalent to anisotropy, thus
impeding any magnetization/spin rotation, leading to increased
coercivity, as indeed is observed (figure 12) (domain wall
effects notwithstanding).

4. Summary and conclusion

Temperature-dependent (magneto)transport measurements
demonstrate that the compositionally modulated M–I transition
lies between 0.19 � xc � 0.20 for the single-crystal
La1−x CaxMnO3 series studied. The evolution of this system
from the OO insulating toward the OO* metallic state
accompanying increasing levels of Ca substitution underlies
the emergence of FM–SE (as seen in neutron scattering data).
This latter interaction, it is argued, dominates the magnetic
ordering process in the insulating phase immediately adjacent
to the compositionally modulated M–I transition; on crossing
the latter, DE becomes the dominant interaction as metallicity
emerges. The compositional variation of both the acoustic
spin-wave stiffness (D) and the coercive field (HC) support this
assertion.

The universality class of the transition accompanying both
FM–SE and DE-dominated ordering is shown to be that of the
isotropic, near-neighbour 3D Heisenberg model; nevertheless,
the percolation thresholds for these two interactions are
manifestly different. Evidence of GP-like features appear in
the low-field ac susceptibility for samples exhibiting both the
insulating and metallic ground states, although such features
are rapidly suppressed by small applied fields (the fields
conjugate to uniform ferromagnetism) for x < 0.21, leading to
a Heisenberg model-like critical response. Combined with the
magnetotransport measurements, the latter not only confirms
that GP-like features are not a prerequisite for CMR [16], but
also impose the important caveat that GP-like features do not
guarantee the appearance of CMR.

With the adoption of a working definition of the Griffiths
temperature, TG, as the temperature at which a marked onset
depression in the inverse zero-field ac susceptibility first
occurs [41] (marked by vertical arrows in figure 3), a phase
diagram for La1−xCax MnO3 (x < 0.33) can be constructed,
figure 13. This affords comparisons with those reported
previously for La1−xSrx MnO3 (0.075 � x � 0.175) [34]
and La1−xBax MnO3 (0.10 � x � 0.33) [37]. In the present
system, the GP-like regime terminates in close proximity to the
M–I boundary, but, as mentioned above, the emergence of such

Figure 13. Phase diagram for La1−x Cax MnO3 (0.18 � x � 0.33).

features near this boundary may be particularly sensitive to
various aspects of the underlying ‘disorder’, possibly including
the stoichiometry (the latter may also play a role in the
variation evident in TG and TC estimates in this Ca-doped
system, mentioned earlier). The termination of this region is
consequently marked as hatched, the latter also delineating—
likely non-coincidentally—the M–I boundary at 0.19 � xc �
0.20 in the series studied. The remaining lines—drawn as
guides for the eyes—join the TG (upper) and TC (lower)
estimates, and initially appear somewhat different from the
essentially triangular structure predicted by both Griffiths’
original diluted FM Ising model and the ±J random bond
approach. While these data exhibit scatter around these model-
predicted boundaries, what is consistent about such predictions
is the narrowing gap between TC and TG as the Ca doping
is increased toward ‘optimal’ levels, x = 0.33. Evidence
supporting the narrowing gap between TC and TG around x =
0.25 can be seen in the data of Belevtsev et al [35]. Elements
of such scatter are also evident in La1−x BaxMnO3 [37], while
in Sm1−x CaxMnO3 [40] the reported TG values are neither
constant—they decline by some 6% between x = 0.85 and
0.92—nor is the corresponding phase diagram reminiscent
of the model-predicted forms mentioned above. All of the
latter attest to the yet unresolved subtleties displayed by GP-
like behaviour in the manganites and its relationship to the
emergence of metallicity and CMR.

The resistivity in the PM insulating phase (dρ/dT <

0) are best fitted by the predictions of the adiabatic
small polaronic model, within which the associated polaron
formation energy exhibits a marked increase across this
compositionally modulated M–I boundary.

At compositions above this boundary, the emergence
of metallicity is accompanied by CMR which, in model
descriptions invoking phase separation, is based on the
presence of FM conducting regions embedded in an AFM
insulating background [5]. It should be noted that the presence
of an FM insulating phase at compositions below the M–
I boundary is not in conflict with such a phase separation
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scenario [59, 65]. Ferromagnetism in insulating samples
immediately below the M–I boundary results from FM–SE,
stabilized by orbital order (OO). The emergence of metallicity
is essentially coincident with a transition to an orbitally
disordered (OO∗) state [59, 65] in which such FM–SE becomes
destabilized, being replaced by AFM-SE characteristic of the
parent compound, LaMnO3.
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